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A phase-field model is developed to investigate the migration of vacancies, interstitials, and voids during
irradiation in a thermal gradient. Void growth kinetics during irradiation are also modeled. The model
accounts for the generation of defects including vacancies and interstitials associated with the radiation
damage, recombination of vacancies and interstitials, defect diffusion, and defect sinks. The effect of void
size, vacancy concentration, vacancy generation rate, recombination rate, and temperature gradient on a
single void migration and growth is parametrically studied. The results demonstrate that a temperature
gradient causes void migration and defect fluxes, i.e., the Soret effect, which affects void stability and
growth kinetics. It is found that (1) void migration mobility is independent of void size, which is in agree-
ment with the theoretical prediction under the assumption of bulk diffusion controlled migration; (2)
void migration mobility strongly depends on the temperature gradient and (3) the effect of defect con-
centration, generation rate, and recombination rate on void migration mobility is minor although they
strongly influence void growth kinetics.
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1. Introduction

Vacancies and interstitials are two major defects produced by
high-energy fission fragments and neutrons in nuclear reactor
components, such as nuclear fuels and cladding materials. With
the accumulation of these defects, void nucleation, growth, and
volume swelling take place. A complex void microstructure is often
observed in both nuclear fuels and cladding materials [1–5],
including inhomogeneous void size, shape, and spatial distribu-
tions. In addition, in the presence of temperature gradients, voids
can migrate. It is believed that the observed formation of central
holes in spent nuclear fuels results from the migration of voids
[5,6]. Since the thermo-mechanical properties [7–11], including
thermal conductivity, ductility, and creep properties as well as
structural instabilities such as volume swelling and cracking,
strongly depend on the microstructure, it is desired to develop pre-
dictive simulation tools for investigating the kinetics of micro-
structure evolution for modeling the performance of nuclear
reactor components. In turn, these microstructural simulation
tools could be used to provide the fundamental thermodynamic
and kinetic databases of irradiated materials for more macroscopic
simulations.

Different theoretical models are employed to study void
migration since it was first observed [12–19]. Shewmon [15] the-
B.V.
oretically investigated void mobility via vacancy diffusion. Perry-
man and Goodhew [16] developed a theoretical model to
describe the migration of voids and the growth of void popula-
tions. Tikare and Holm [17] used a statistical–mechanical model
(the Potts Monte Carlo method) to simulate simultaneous grain
growth and void migration with the assumption that surface dif-
fusion dominates the void migration. Recently, Hu and Henager
[20] developed a phase-field model to simulate void migration
in a temperature field. However, none of these models consid-
ered the effect of radiation on void migration and growth
kinetics.

The phase-field method, seen as a unique mesoscale simulation
approach, has been extensively applied to predict microstructures
and their evolution kinetics in important materials processes such
as solidification [21], ferroelectric transition [22], phase-separation
and precipitation [23], martensitic transition [24], dislocation
dynamics [25], gas bubble and void evolution in nuclear materials
[20,26–30], elastic–plastic deformation [31,32], and crack propaga-
tion [33]. In the present work we extend the phase-field model [20]
to study the effect of both temperature gradients and radiation on
void migration and void evolution kinetics. The generation of
vacancies and interstitials associated with radiation damage,
recombination of vacancies and interstitials, diffusion of vacancies
and interstitials are considered in the model. With the model, we
systematically simulate the influence of radiation conditions and
thermodynamic properties on void migration mobility and growth
kinetics.

http://dx.doi.org/10.1016/j.jnucmat.2010.09.048
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2. Description of the phase-field model

In this work, we study the effect of generation and recombina-
tion of point defects on void evolution in irradiated materials. It is
well known that highly energetic fission fragments and neutrons
initiate damage cascades, which generate a number of defects in
nuclear fuel and cladding materials. Generally speaking, the defect
formation energy, mobility, binding energy, and size distribution of
the generated defects due to a cascade can be calculated using
atomistic simulations. For simplicity, our phase-field model only
considers the diffusion of single vacancies and single interstitials
during irradiation. Mobile defect clusters, such as di-vacancies or
small interstitial loops, are viewed as an assembly of individual
vacancies or interstitials in this approach. Thus, they contribute
to the overall defect concentrations and to the effective mobilities.
In contrast, larger and immobile defect clusters are viewed as sinks
or nucleation sites for defect clusters, which are assumed to affect
the net generation rate of point defects. Therefore, two variables
cVac(r, t) and cInt(r, t) are used to describe the distribution of effec-
tive vacancies and interstitials, respectively. r = (r1, r2, r3) = (x, y, z)
and t are the spatial coordinate and time, respectively. It should
be pointed out that the model can be extended to consider the dif-
fusion of multiple defect clusters if more variables are employed. In
the framework of the phase-field approach, the total free energy of
the system including the chemical free energy and gradient energy
is written as a function of cVac(r, t) and cInt(r, t) as

E ¼
Z

v
FðcVac; cInt; TÞ þ

jVac

2
jrcVacj2 þ

jInt

2
jrcIntj2

h i
dV ð1Þ

where F(cVac, cInt, T) is the chemical free energy, T is temperature,
jVac and jInt are the gradient energy coefficients of vacancy and
interstitial concentrations, respectively. The diffusion of vacancies
and interstitials are described by the Cahn–Hilliard equations [34]:
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where MVac and MInt are the mobilities of vacancies and interstitials,
respectively, which might be functions of defect concentration and
temperature. n(r, t) and f(r, t) are the thermal fluctuations of the va-
cancy and interstitial concentrations. _gVacðr; tÞ and _gVacðr; tÞ are the
net generation rates of vacancies and interstitials, respectively.
Vacancies and interstitials generated by fission fragments and/or
neutron damage cascades can be absorbed by structural defects
such as dislocations and grain boundaries. Therefore, the net in-
crease of vacancies and interstitials depends on the generation rates
of fission fragments and neutrons, hence the defect generation
rates, and sink strengths, which are determined by the type and
density of point defect sinks. Finally, _cðr; tÞ is the recombination
rate of vacancies and interstitials.

From Eqs. (2) and (3), it can be seen that the driving force of va-
cancy and interstitial diffusion includes the chemical potential gra-
dients and the concentration gradients. They are derived by
assuming that the microstructure evolution is driven by the mini-
mization of the total free energy of the system. However, the
microstructure evolution path depends on thermal fluctuation,
defect generation, recombination, and defect sink interactions that
occur in irradiated materials. If we compare the phase-field model
with rate-theory [35], which is extensively used in predicting the
microstructure evolution in irradiated materials, the phase-field
model includes an additional driving force associated with the
chemical potential gradient. In irradiated materials, the defect gen-
eration changes the local chemical potential, which should be one
of the driving forces for microstructure evolution. In addition, a un-
ique feature of the phase-field model is that it can provide three-
dimensional microstructures and their evolution kinetics, which
are the required thermodynamic and kinetic databases for larger
scale simulations. We recently developed a number of phase-field
models to predict the void lattice formation [28], gas bubble evolu-
tion [29], and void migration [20]. The results demonstrate the
capability of phase-field approach in modeling the nonequilibrium
process of microstructure evolution in irradiated materials. In the
following, we discuss the thermodynamic and kinetic properties.

2.1. Chemical free energy

This work considers a model system, where voids and matrix
containing vacancies and interstitials coexist. The void is viewed
as a phase that consists 100% of vacancies. Therefore, the chemical
free energy F(cVac, cInt, T) of the system presents a simple two phase
equilibrium: the void phase with equilibrium concentrations
ceq

Vac ¼ 1:0 and ceq
Int ¼ 0:0, and the matrix phase with equilibrium

concentrations ceq
Vac ¼ ceq0

VacðTÞ and ceq
Int ¼ ceq0

Int ðTÞ. The variables
ceq0

VacðTÞ and ceq0
Int ðTÞ are the solubilities of vacancies and interstitials,

respectively, in the matrix at temperature T. We take a defect-free
system as the reference state, and assume its free energy is zero.
Therefore, the free energy of a system with defects is the energy
change from the defect-free system to the defected system. The
regular solution model for the chemical free energy function [36]
in two sublattices consisting of the host lattice and an interstitial
lattice is used

FðcVac; cInt ; TÞ ¼ F1ðcVac; TÞ þ F2ðcInt; TÞ; ð4aÞ
F1ðcVac; TÞ ¼ kBT½ð1� cVacÞ lnð1� cVacÞ þ cVac ln cVac�

þ b4c4
Vac þ b3c3

Vac þ b2c2
Vac þ b1cVac þ b0; ð4bÞ

F2ðcInt; TÞ ¼ kBT½1� cIntÞ lnð1� cIntÞ þ cInt ln cInt� þ acInt: ð4cÞ

Since the vacancy concentration changes from zero to one while the
thermal interstitial concentration is always close to zero, for sim-
plicity, we ignore the interaction energy between vacancies and
interstitials and assume that the equilibrium between voids and
matrix depends only on the vacancy concentration. The interaction
between vacancies and interstitials causes their recombination in
the matrix and at void surfaces. We use a geometrically correct
recombination rate to assure that all interstitials arriving at void
surfaces recombine with vacancies so that the concentration of
interstitials in the voids is zero. Thus, we separate the free energy
into two parts, F1and F2. In Eqs. (4b) and (4c), kB is the Boltzmann
constant and T is the absolute temperature. The first part of Eqs.
(4b) and (4c) is the ideal mixing entropy due to the vacancy or
interstitial distribution in the matrix. The other terms are the en-
thalpy contributions to the free energy. The chemical free energy
F1 can be fitted by considering the following thermodynamic prop-
erties: (1) the equilibrium vacancy concentration ceq0

Vac in the matrix;
(2) the equilibrium vacancy concentration for the void phase,
cvoid

Vac ¼ 1:0; (3) F1 has a common tangent at ceq0
Vac and cvoid

Vac ; (4) the
spinodal point and (5) that F1ðceq0

Vac; TÞ is temperature dependent.
Fig. 1 displays the chemical free energy F1 used in the simulations.
The enthalpy part of the chemical free energy F2 includes only the
interstitial formation energy as expressed in Eq. (4c), where the
coefficient a may depend on temperature. It should be noted that
this free energy is constructed for a model system, but for a specific



Fig. 1. Chemical free energy F1(cVac, T) used in the simulations, where T0 = 1100 K.
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material system more accurate free energy functions can be devel-
oped if we have accurate thermodynamic properties obtained from
atomistic simulations, experiments, or/and thermodynamic calcula-
tions such as CALPHAD.

2.2. Generation and recombination rates of defects

In absence of any sinks for vacancies and interstitials, the net
generation rates of vacancies and interstitials are completely
determined by the damage rate _R. If we know the increase of va-
cancy concentration ðNR

VacÞ and interstitial concentration ðNR
IntÞ

including all the corresponding mobile clusters due to a particular
irradiation event, the generation rates of vacancies and intersti-
tials can be calculated as _gR

Vacðr; tÞ ¼ NR
Vac

_R and _gR
Intðr; tÞ ¼ NR

Int
_R.

However, in real materials there exist different sinks, such as dis-
locations and grain boundaries for vacancies and interstitials that
affect the net vacancy and interstitial generation rates. In addi-
tion, fission fragment and neutron damage cascades are assumed
to take place only in the matrix phase and not in voids. In the
present work, the generation rates of vacancies and interstitials
are described as _gVacðr; tÞ ¼ _g0

VacHðcVacÞ and _gIntðr; tÞ ¼ _g0
IntHðcVacÞ,

where H(cVac) is a smooth cut off function. It is 1.0 in the matrix
phase, zero in voids, where the vacancy concentration is 1.0, and
smoothly changes from 1.0 to 0 across the interface between the
matrix and the voids. _g0

Vac and _g0
Int represent the net generation

rates of vacancies and interstitials that depend on the NR
Vac ,

NR
Int ;

_R, and sink strengths ð _g0
Vac � _gR

Vac; _g0
Int � _gR

IntÞ. If the sink
strengths change with time in irradiated materials, _g0

Vac and _g0
Int

will also be time-dependent. For a given material and radiation
conditions, these fundamental model parameters can be found
in the rate-theory literature [35] and in Molecular Dynamic
(MD) or Kinetic Monte Carlo (KMC) results [37–40]. In the present
work, however, these parameters are given reasonable values that
are varied to determine the resultant sensitivity. The recombina-
tion rate between vacancies and interstitials depends on the
concentrations of both vacancies and interstitials, as well as their
binding energy. The recombination rate in this work is described
as _c(r, t) = � _c0cVac(r, t)cInt(r, t), where _c0 is a model parameter re-
lated to diffusivity and the binding energy of vacancies and inter-
stitials, such that the negative sign means that recombination
reduces both vacancy and interstitial concentrations.
2.3. Numerical algorithm

For numerically solving Eqs. (2) and (3), the forward Euler
marching scheme in time and the following normalizations are
used: r�i ¼
ri
l0

, t� ¼ kBT0M0t
l20

, M�
Vac ¼ MVac=M0, M�

Int ¼ MInt=M0, F� ¼ F
kBT0

,

j�Vac ¼
jVac

l20kBT0
, j�Int ¼

jInt

l20kBT0
, n� ¼ nl2

0=ðkBT0M0Þ, f� ¼ fl2
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Vacl2
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Int l
2
0=ðkBT0M0Þ and _c�0 ¼ _c0l2

0=ðkBT0M0Þ with
l0 and M0 being the characteristic length and mobility, respectively,

and T0 being a given temperature, thus r ¼ @
@r1
; @
@r2
; @
@r3

� �
¼

1
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@
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; @
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¼ 1

l0
r�. In reality, the mobilities MVac and MInt may

be different at the void surface and will depend on temperature.
In the following calculations, constant mobility is assumed for
the sake of simplicity. In order to improve the numerical stability
and increase the time increment for the Cahn–Hilliard equations,
we move the gradient terms from the right side of Eqs. (2) and
(3) to the left side during time iterations:
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We consider a simulation cell with periodic boundary conditions
and solve Eqs. (5) and (6) in Fourier space [41]:
~cVacðg; t� þ Dt�Þ

¼ 1
1þ j�VacM�

Vacg4Dt�
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where F refers to the Fourier transform over the real space vector r,
g is a reciprocal vector in the Fourier space and g2 = g � g. After solv-
ing ~cVac and ~cVac , the inverse Fourier transforms on ~cVac and ~cVac will
give the distribution of cVac and cInt in real space, thus, the
microstructure.
3. Results and discussion

The main objectives of this work are to (1) develop a phase-field
model and (2) to parametrically study the effect of radiation condi-
tions and thermodynamic properties on void migration as well as
void growth kinetics. In the simulations, we vary the following
parameters: the vacancy concentration in the matrix, the defect
generation rate, and the recombination rate between vacancies
and interstitials. All the simulations are carried out in two dimen-
sions even though the formulas and codes are developed for 3D.
The simulation cell has a length of Lx = 256l0 in x = r1 direction, and
Ly = 256l0 in y = r2 direction, as a representative area in a fuel. Peri-
odic boundary conditions were employed for both x and y directions.
The given initial uniform concentrations of vacancies and intersti-
tials in the matrix are c0

Vac and c0
Int , respectively. A temperature field of
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T ¼ T1 þ T2�T1
2 cos r

R0

� �
pþ 1

h i
; r � R0;

T1; r > R0;

(
ð9Þ

is applied to the simulation cell, where R0 = 115l0, T1 = 900 K,
T2 = 920 K and r = 0 is the center of the simulation cell. The temper-
ature field is centrally symmetric and smoothly satisfies the peri-
odic conditions. In addition, the temperature field provides a
region at r = R0/2, where the temperature gradient is nearly a con-
stant. In the following simulations, the void growth and migration
kinetics are analyzed in that region.

The mobility of vacancies and interstitials strongly depends on
the material. In UO2 the vacancy mobility is larger than that of
interstitials while interstitials typically have higher mobilities in
cladding materials. For simplicity the interstitial mobility is set
equal to that of vacancies, i.e., M�

Int ¼ M�
Vac ¼ 1:0. In addition, a ratio

between the net generation rates of _g0�
Int= _g0�

Vac ¼ 0:01 is used, which
implies that most interstitials segregate rapidly to sinks other than
voids. Although this simplified model only considers voids as sinks,
a full treatment of irradiation damage must consider all appropri-
ate defect sinks, such as grain boundaries, line dislocations, dislo-
cVac=0.02

0.025
0.03

cInt=0.0001

0.0006

. 0.0011

(a) (b)
Fig. 2. Vacancy and interstitial gradients resulted from the gradient of temperature. (a) C
when a1 = 0 and (c) contours of interstitial concentration cInt when a1 = 6.
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Fig. 3. (a) Void migration and growth with time; (b) void center location and void radius v
given temperature gradient.
cation loops, and defect clusters. In the following calculations, a
normalized time step Dt* = 0.0001 is used. The thermal fluctuations
of the vacancy concentration and interstitial concentration in Eqs.
(7) and (8) are ignored because our focus is on the irradiation in-
duced microstructure evolution.

3.1. Soret effect

The Soret effect or Ludwig–Soret effect [42], also called thermo-
phoresis or thermomigration or thermodiffusion, is a phenomenon
in which a temperature gradient in a mixture of substances gives
rise to a concentration gradient. To verify if our model is able to de-
scribe the Soret effect, simulations with initial uniform vacancy and
interstitial concentrations in a temperature field are carried out.
The temperature field is given by Eq. (9). The initial vacancy and
interstitial concentrations in the matrix are c0

Vac ¼ 0:02 and
c0

Int ¼ 0:0002, respectively. Fig. 2 shows the equilibrium concentra-
tion contours. The colored background in the figures is the temper-
ature field. From Fig. 2a, it is seen that vacancies preferentially
migrate to the higher temperature causing a vacancy concentration
cInt=0.00021

0.00017
0.00013

(c)
ontours of vacancy concentration cVac; (b) contours of interstitial concentration cInt
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ersus time for voids with different initial sizes and (c) void migration mobility in the



Fig. 4. Effects of (a) vacancy concentration; (b) vacancy generation rate and (c)
recombination rate on void growth and migration.

Fig. 5. Dependence of void growth on the combined effect of temperature gradient
and (a) vacancy concentration; (b) vacancy generation rate; (c) recombination rate.
(d) morphologies of void and interstitial distribution with/without temperature
gradient for the case with c0

Vac ¼ 0:015; c0
Int ¼ 0:0002; _g0�

Vac ¼ 0:01; _c�0 ¼ 100:0, and
t* = 150.

Y. Li et al. / Journal of Nuclear Materials 407 (2010) 119–125 123
gradient to develop. If one assumes the formation energy coefficient
a in Eq. (4c) is linearly dependent on temperature in a form of
a = a0 + a1kBT, the simulations show that interstitials migrate down
to lower temperature when a1 > 4.0, and interstitials migrate up to
higher temperature when a1 6 4:0 as shown in Fig. 2b and c. With
the a1 = 4.0, we can estimate that formation energy change is about
0.34 eV from 0 K to 1000 K. Fig. 2 demonstrates that the Soret effect
is taken into account in our model. Whether the interstitials mi-
grate up or down with the temperature gradient depends on the
chemical potentials of the interstitials. In the following simulations,
a1 = 0 is used so that the interstitials preferentially migrate to high-
er temperatures.
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3.2. Void migration and migration mobility

Consider a single preexisting void in the given temperature
field. The void may have formed during fabrication or service. Sim-
ilar to vacancies, the void migrates to higher temperatures and
grows with time as illustrated in Fig. 3a, where c0

Vac ¼ 0:015,
_g0�

Vac ¼ 0, _c�0 ¼ 0, and the void initial radius r�0 ¼ 12. In the figures,
the colored background is the temperature field as given by Eq.
(9) and the solid grey circle is the void. The small open circle dis-
plays the initial void size and location. The big circle is the vacancy
concentration contour with cVac = 0.015. The circle around the void
is the contour with cVac = 0.1. Since the center of the simulation cell
is at the highest temperature, the void migrates to the center and
stops. But it continues growing until the vacancies reach their
equilibrium distribution in the given temperature field. It is ob-
served that the void elongates along the temperature gradient
direction during its migration and growth. When it arrives at the
center of the simulation cell, it reverts to a circular shape due to
the isotropic interfacial energy we assumed.

Fig. 3b plots the void center location and radius changing with
time and y* is measured from the bottom of the simulation cell to
the void center along the line connecting the void center to the
simulation cell center. The radius is also measured along the same
line. It is found that the considered voids with different initial sizes
shrink at the beginning, then grow, and finally migrate with almost
constant sizes. The initial shrinking of the voids is due to the mod-
ification of void surface because initially the assumed void does not
have the lowest interface energy. The subsequent growth of the
void is because of the supersaturation of vacancies caused by the
vacancy generation. After the vacancy concentration establishes
its equilibrium distribution in the given temperature field void
growth stops and it migrates to the higher temperature. Void cen-
ter locations as a function of time are plotted in Fig. 3b. It can be
seen that the position of void centers with different sizes move
with the same velocity during their migration, which implies that
the migration mobility is independent of the void size, thus agree-
ing with the theoretical prediction of bulk diffusion controlled
migration [15]. The migration velocity of the voids is shown in
Fig. 3c. The velocity is calculated with dy*/dt*. The scatter in the
velocity is due to an error bar of 0.5l0 for calculating y*. The thick
solid line is the temperature gradient used in the simulation. One
can see the void migration velocity or mobility decreases with
decreasing temperature gradient.

The simulations demonstrate void migration to the high tem-
perature regions, which can explain the formation of the observed
central hole in spent nuclear fuel. However, in nuclear fuel there
also exists a void microstructure with particular size and spatial
distributions, which were not considered here. To more accurately
evaluate the central hole formation kinetics, large-scale, 3D simu-
lations are required. However, with our current computer re-
sources this phase-field model cannot achieve the required
length and time scales. As shown above, phase-field modeling
can obtain the mobility of a single void in a given temperature
field. A complete database of void growth and migration mobility
could be developed to be used as inputs to macro-scale simulations
for predicting the structure and properties evolution such as cen-
tral hole formation in nuclear fuels, but this is beyond the present
scope of this paper. The accuracy of the phase-field simulation re-
sults are completely determined by the thermodynamic and ki-
netic properties used in the simulations, such as the chemical
free energy of the solid with vacancies and interstitials, surface en-
ergy of voids, and mobility of vacancies and interstitials. A direct
comparison of void migration velocities obtained from phase-field
modeling and experiments can validate both the phase-field model
and the thermodynamic and kinetic properties used in the
simulations.
3.3. Effect of vacancy concentration c0
Vac, vacancy generation rate _g0�

Vac,
and defect recombination rate _c�0 on void migration and growth

Fig. 4a–c shows the effect of the vacancy concentration c0
Vac in

the matrix, vacancy generation rate _g0�
Vac , and the recombination

rate _c�0 between vacancies and interstitials on void migration and
growth. The initial radius of the void was r�0 ¼ 12. As expected, void
stability and growth kinetics depend on the vacancy concentration
when the vacancy generation rate is zero. From Fig. 4a it can be
seen that when the vacancy concentration is lower than the as-
sumed solubility the void shrinks, and disappears after some time.
Increasing the vacancy concentration ðc0

Vac ¼ 0:015;0:02Þ stabilizes
the preexisting void, and initiates void growth. Fig. 4b plots the ef-
fect of generation rate on void migration and growth kinetics. It is
clear that void growth increases with increasing vacancy genera-
tion rates. When the initial vacancy concentration and vacancy
generation rate are fixed, the effect of the recombination rate _c�0
on void migration and growth is demonstrated by Fig. 4c, where
c0

Vac ¼ 0:015; c0
Int ¼ 0:0002, and _g0�

Vac ¼ 0:001. One can see that in-
creased recombination of vacancies and interstitials decreases void
growth, which is an obvious result because recombination of
vacancies and interstitials reduces the vacancy concentration in
the matrix. If the recombination takes place at the void surface,
it leads to a decrease in void size. If we compare the curves of void
location versus time in Fig. 4a–c, we conclude that void migration
mobility is independent of vacancy concentration, vacancy genera-
tion rate, and recombination rate. From these results, we also con-
clude that the parameters: vacancy concentration, vacancy
generation rate, and recombination rate strongly affect void
growth kinetics, which results in a change of void sizes. However,
void migration is independent of void size since void migration is
controlled by bulk diffusion.
3.4. Central void growth with/without temperature gradient

The central hole growth may result both from a continuous sup-
ply of small voids and vacancies. The simulations above show that
a void migration mobility can be obtained which is important for
predicting the central hole growth kinetics in macro-scale simula-
tions. In this section we examine how the temperature gradient af-
fects the central void growth through vacancy diffusion. To do this,
a void is set at the center of the simulation cell. The void does not
move even in the presence of a temperature gradient since the cen-
ter is at the highest temperature. With and without a temperature
gradient, the dependency of changes in void radii on the vacancy
concentration, vacancy generation rate, and recombination rate
are shown in Fig. 5a–c. Fig. 5a and b shows that temperature gra-
dients stabilize small voids and increase void growth compared to
the same vacancy concentration and same vacancy generation rate
without a temperature gradient. This is because the temperature
gradient causes a vacancy flux, the Soret effect, which provides
additional vacancies at the center of the simulation cell. However,
the temperature gradient also results in an interstitial flux. Fig. 5c
shows that the recombination rate does not affect void growth
without a temperature gradient while void growth decreases with
increasing recombination rate under a temperature gradient since
the interstitial flux recombines with the vacancy flux and fewer
vacancies reach the void.
4. Conclusions

We have developed a phase-field model for studying the effect
of temperature gradients, vacancy concentrations, vacancy genera-
tion rates, and the recombination of vacancies and interstitials on
void migration and growth in materials during irradiation. We
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observed the Soret effect as expected due to thermally-induced
concentration gradients of point defects such that void migration
to higher temperatures is predicted. It is found that void migration
mobility is independent of void size and considered parameters,
such as the vacancy concentration, the vacancy generation rate,
and the recombination rate, with the assumption of bulk diffusion
controlled void migration. Void migration mobility is predicted to
be dependent on the temperature gradient and decreases with
decreasing temperature gradient. Void growth is influenced by all
the considered parameters including the vacancy concentration,
the vacancy generation rate, and the recombination rate. A temper-
ature gradient causes vacancies, interstitials, and voids to flow
from lower temperature regions to higher temperature regions,
which could result in central hole formation in spent nuclear fuel.
The simulations demonstrated that the developed phase-field
model is able to evaluate the effects of the thermodynamic and
kinetic properties of a material system on void migration and
growth kinetics. However, quantitative phase-field simulations re-
quire accurate thermodynamic and kinetic properties of the corre-
sponding system. Lacking thermodynamic and kinetic properties,
however, the phase-field simulations can use reasonable thermo-
dynamic and kinetic properties which could be obtained from
experiments and atomistic simulations, to build up a thermody-
namic database on how the thermodynamic and kinetic properties
affect the void migration and growth. Such a database is important
for uncertainty evaluation of both mesoscale and macro-scale
simulations.
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